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Abstract

The proliferation of AI-generated video technologies poses
challenges to information integrity. While recent bench-
marks advance AIGC video detection, they overlook a crit-
ical factor: many state-of-the-art generative models em-
bed digital watermarks in outputs, and detectors may par-
tially rely on these patterns. To evaluate this influence,
we present RobustSora, the benchmark designed to assess
watermark robustness in AIGC video detection. We sys-
tematically construct a dataset of 6,500 videos comprising
four types: Authentic-Clean (A-C), Authentic-Spoofed with
fake watermarks (A-S), Generated-Watermarked (G-W), and
Generated-DeWatermarked (G-DeW). Our benchmark intro-
duces two evaluation tasks: Task-I tests performance on
watermark-removed AI videos, while Task-II assesses false
alarm rates on authentic videos with fake watermarks. Ex-
periments with ten models spanning specialized AIGC de-
tectors, transformer architectures, and MLLM approaches re-
veal performance variations of 2-8pp under watermark ma-
nipulation. Transformer-based models show consistent mod-
erate dependency (6-8pp), while MLLMs exhibit diverse pat-
terns (2-8pp). These findings indicate partial watermark de-
pendency and highlight the need for watermark-aware train-
ing strategies. RobustSora provides essential tools to advance
robust AIGC detection research.

Introduction
State-of-the-art video generation models such as Sora (Ope-
nAI 2024), Sora 2 (OpenAI 2025), KLing (kli 2024), and
Pika (pik 2024) have achieved remarkable realism, posing
challenges to information integrity (Vaccari and Chadwick
2020; Hwang, Ryu, and Jeong 2021). Recent benchmarks
have advanced AIGC video detection: GenVidBench (Ni
et al. 2025) achieved 79.90% accuracy with cross-generator
evaluation, AEGIS (Li, Zhang, and Zhou 2025) focused
on hyper-realistic scenarios, DuB3D (Ji et al. 2024) lever-
aged motion features for 96.77% in-domain accuracy, and
BusterX++ (Wen et al. 2025) pioneered cross-modal detec-
tion.

However, existing benchmarks overlook a critical factor:
many generative models, particularly commercial systems
like Sora 2 (OpenAI 2025), embed digital watermarks for

Copyright © 2026, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

provenance tracking. This raises an important question: Do
detectors partially rely on watermark patterns rather than
solely on genuine generation artifacts?

To evaluate this potential influence, we propose Robust-
Sora (RS), the benchmark designed to assess watermark ro-
bustness in AIGC video detection. As illustrated in Figure 1,
we construct a dataset comprising four video types:
• Authentic-Clean (A-C): Real-world videos without wa-

termarks, sourced from high-quality datasets including
Vript (Yang et al. 2024), DVF (Song et al. 2025), and
UltraVideo (Xue et al. 2025).

• Generated-Watermarked (G-W): AI-generated videos
with embedded watermarks from Sora 2 (OpenAI 2025),
Pika (pik 2024), Open-Sora 2 (Peng et al. 2025), and
KLing (kli 2024).

• Generated-DeWatermarked (G-DeW): Watermark-
removed versions of G-W videos using DiffuEraser, sim-
ulating evasion attacks.

• Authentic-Spoofed (A-S): Real videos with fake water-
marks extracted from Sora 2 outputs, simulating spoofing
attacks.

We introduce two evaluation tasks: Task-I tests perfor-
mance on G-DeW videos, while Task-II evaluates perfor-
mance on A-S videos. Experiments with ten detectors reveal
performance variations of 2-8pp when watermarks are ma-
nipulated.

The main contributions are: (1) RobustSora, the water-
mark robustness benchmark with 6,500 videos across four
types, (2) two novel evaluation tasks quantifying watermark
influence on detection performance, and (3) comprehensive
experiments with ten models revealing varying degrees of
watermark dependency across architectures.

Related Work
AI-Generated Video Detection Benchmarks
Recent benchmarks have advanced AIGC video detection.
GenVidBench (Ni et al. 2025) provides 143,000 videos
with cross-generator evaluation, achieving 79.90% accu-
racy with MViT V2. AEGIS (Li, Zhang, and Zhou 2025)
focuses on hyper-realistic scenarios with 10,000+ videos
from cutting-edge models, revealing challenges for vision-
language models (Qwen2.5-VL: 22-23% zero-shot accu-
racy). DuB3D (Ji et al. 2024) leverages 2.66 million videos
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Figure 1: Overview of RobustSora, including a four-step pipeline for RobustSora benchmark construction and evaluation: Step
1: Data Collection from authentic sources (Vript, DVF, UltraVideo) and generators (Sora, Pika, KLing, Open-Sora 2, Sora 2).
Step 2: Data Preprocessing creates Fake-Watermarked and De-Watermarked versions. Step 3: Data Splitting organizes videos
into training and evaluation pools. Step 4: Benchmarking evaluates SOTA detectors on Task-I (Watermark Erasure Robustness)
and Task-II (Watermark Spoofing Robustness).

and dual-branch architectures for 79.19% out-of-domain ac-
curacy. BusterX++ (Wen et al. 2025) achieves 77.5% accu-
racy with cross-modal detection. However, existing bench-
marks do not systematically evaluate watermark robustness,
which our RobustSora benchmark addresses.

AI-Generated Video Detection Methods
Non-MLLM Approaches. Frame-level detectors like
AIGVDet (Bai et al. 2024) extract spatial features, while
video-level methods like DIVID (Liu et al. 2024) and De-
Mamba (Chen et al. 2024) capture temporal inconsistencies.
DuB3D (Ji et al. 2024) uses dual-branch architectures pro-
cessing spatio-temporal data and optical flow. Frequency-
based methods (Bammey 2023; Frank et al. 2020) and
reconstruction-based approaches (Wang et al. 2023; Ricker,
Lukovnikov, and Fischer 2024) analyze artifacts but struggle
with cross-generator generalization.

MLLM-Based Approaches. MM-Det (Song et al. 2024)
balances frame and inter-frame features. BusterX (Wen et al.
2025) and LOKI (Ye et al. 2024) leverage MLLMs for struc-
tured reasoning. Vision-language models like Qwen2.5-
VL (Bai et al. 2025) and Video-LLaVA (Lin et al. 2023)
provide explainable outputs. These methods focus on cross-

generator generalization but do not systematically evaluate
watermark robustness, which our work addresses.

Digital Watermarking in AIGC
Image watermarking methods (Cui et al. 2023; Zhang et al.
2024a,b) and video watermarking techniques (Luo et al.
2023; Zhang et al. 2023) embed signatures for provenance
tracking. Commercial platforms like Sora 2 (OpenAI 2025)
include watermarks, but removal tools like DiffuEraser pose
challenges. Our benchmark systematically evaluates how
watermark manipulation affects detection performance.

RobustSora Benchmark Construction
Dataset Collection and Composition
We construct the RobustSora dataset through systematic col-
lection and processing of authentic and AI-generated videos.
Table 1 summarizes the complete dataset composition.

Authentic Videos (A-C). We collect 3,000 authentic
videos from Vript (Yang et al. 2024) (1,500 YouTube/Tik-
Tok), DVF (Song et al. 2025) (800), and UltraVideo (Xue
et al. 2025) (700), ensuring watermark-free, camera-
captured content.
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Figure 2: Watermark removal process on AI-generated videos. Left: Original frames from Sora (OpenAI, 2024) and Sora 2
(OpenAI, 2025) with embedded watermarks. Right: De-watermarked frames processed by DiffuEraser. The watermarks are
effectively erased while maintaining video quality, generating the G-DeW set for Task-I evaluation.

Table 1: RobustSora Dataset Composition

Category Source Type Count

Authentic

Vript (Yang et al. 2024) YouTube 1,200
Vript (Yang et al. 2024) TikTok 300
DVF (Song et al. 2025) Diverse 800

UltraVideo (Xue et al. 2025) High-Res 700

Generated

Sora (OpenAI 2024) T2V 500
Sora 2 (OpenAI 2025) T2V 1,070

Pika (pik 2024) T2V/I2V 800
Open-Sora 2 (Peng et al. 2025) T2V 600

KLing (kli 2024) T2V 530

Total 6,500

Generated Videos (G-W). We collect 3,500 AI-
generated videos with watermarks from Sora 2 (OpenAI
2025) (1,070), Sora (OpenAI 2024) (500), Pika (pik 2024)
(800), Open-Sora 2 (Peng et al. 2025) (600), and KLing (kli
2024) (530). Videos are 3-10 seconds, 480p-1080p resolu-
tion. Figure 2 shows representative samples.

Watermark Manipulation
Watermark Removal (G-W → G-DeW). We use Dif-
fuEraser to remove watermarks from G-W videos, generat-
ing 3,500 G-DeW videos. Manual inspection validates com-
plete watermark removal while preserving content quality.

Watermark Addition (A-C → A-S). We extract Sora 2
watermark patterns and overlay them onto A-C videos, gen-
erating 3,000 A-S videos that simulate spoofing attacks.

Dataset Splitting
Training Set. We use 2,400 A-C and 2,800 G-W videos,
mirroring typical training conditions with authentic and wa-
termarked AI-generated content.

Test Set. Our benchmark includes: (1) Standard Test:
600 A-C + 700 G-W for baseline, (2) Task-I: 700 G-DeW
to evaluate watermark removal impact, (3) Task-II: 600 A-S
to assess fake watermark influence.

Experiments and Analysis
Experimental Setup
Models. We evaluate ten detectors: (1) Specialized AIGC
detectors: DeCoF (Ma et al. 2024), NSG-VD (Zhang
et al. 2025), D3 (Zheng et al. 2025); (2) Transformer-
based: TimeSformer (Bertasius, Wang, and Torresani 2021),
VideoSwin-T (Liu et al. 2021), MViT V2 (Li et al. 2022),
DuB3D-FF (Ji et al. 2024); (3) MLLM-based: Qwen2.5-
VL-3B (Bai et al. 2025), Qwen2.5-VL-7B (Bai et al. 2025),
Video-LLaVA-7B (Lin et al. 2023).

Training. All models train on A-C + G-W with stan-
dard augmentation. We use AdamW (lr=1e-4, batch=32) and
LoRA fine-tuning (rank=16, alpha=32) for MLLMs.

Metrics. We report Accall, Accreal (TNR), Accai (TPR),
and Macro-F1. Task-I focuses on Accai (watermark removal
impact), Task-II on Accreal (fake watermark impact).

RobustSora Benchmark Results
Table 2 presents evaluation results across ten models span-
ning specialized AIGC detectors, transformer-based archi-
tectures, and MLLM-based approaches.

Standard Test Performance. DuB3D-FF achieves the
highest overall accuracy and F1 score among all evaluated
models, followed by MViT V2. Specialized AIGC detectors
demonstrate moderate performance levels, while MLLM-
based methods show diverse behaviors with accuracy rang-
ing from baseline to strong performance depending on the
specific model characteristics.

Task-I: Watermark Erasure Impact. When watermarks
are removed from AI-generated videos (G-DeW), models



Table 2: RobustSora Benchmark Results. Models are trained on Training Set (A-C + G-W). Standard Test shows baseline
performance on mixed data. Task-I evaluates G-DeW (only AI videos), Task-II evaluates A-S (only authentic videos with fake
watermarks). Arrows indicate performance changes: ↓ for degradation, ↑ for improvement. Bold indicates best performance per
metric.

Type Model Standard Test (A-C + G-W) Task-I Task-II
Accall Accai Accreal F1 Accai Accreal

Specialized
DeCoF (Ma et al. 2024) 0.76 0.73 0.79 0.76 0.66 ↓ 0.72 ↓
NSG-VD (Zhang et al. 2025) 0.74 0.71 0.77 0.74 0.64 ↓ 0.70 ↓
D3 (Zheng et al. 2025) 0.72 0.69 0.75 0.72 0.62 ↓ 0.68 ↓

Transformer

TimeSformer (Bertasius, Wang, and Torresani 2021) 0.75 0.72 0.78 0.75 0.65 ↓ 0.71 ↓
VideoSwin-T (Liu et al. 2021) 0.73 0.65 0.81 0.73 0.59 ↓ 0.73 ↓
MViT V2 (Li et al. 2022) 0.80 0.76 0.84 0.80 0.69 ↓ 0.77 ↓
DuB3D-FF (Ji et al. 2024) 0.82 0.78 0.86 0.82 0.71 ↓ 0.79 ↓

MLLM
Qwen2.5-VL-3B (Bai et al. 2025) 0.52 0.23 0.80 0.48 0.18 ↓ 0.83 ↑
Qwen2.5-VL-7B (Bai et al. 2025) 0.59 0.22 0.89 0.52 0.17 ↓ 0.87 ↓
Video-LLaVA-7B (Lin et al. 2023) 0.65 0.72 0.58 0.65 0.64 ↓ 0.52 ↓

exhibit varied performance degradation in Accai. Special-
ized AIGC detectors and transformer-based models show
consistent drops of 6-7pp. Specifically, DuB3D-FF experi-
ences a 7pp decline, while VideoSwin-T and MViT V2 show
6pp and 7pp drops respectively. MLLM-based methods
demonstrate different patterns: Qwen models exhibit smaller
degradation (5pp), while Video-LLaVA shows an 8pp drop,
suggesting moderate watermark dependency across different
architectures.

Task-II: Watermark Spoofing Impact. When fake wa-
termarks are added to authentic videos (A-S), transformer-
based models show consistent performance drops of 7-
8pp in Accreal. DuB3D-FF and MViT V2 both decline
by 7pp, while VideoSwin-T shows an 8pp reduction. In-
terestingly, MLLM-based methods exhibit divergent behav-
iors: Qwen2.5-VL-3B shows a slight improvement (↑3pp),
Qwen2.5-VL-7B experiences minimal degradation (↓2pp),
and Video-LLaVA shows a moderate 6pp decline, suggest-
ing these models rely on different visual cues for authenti-
cation decisions.

Overall Observations. The benchmark results reveal
that watermark presence influences detection performance
across all evaluated architectures, with performance vari-
ations typically ranging from 2-8pp under watermark ma-
nipulation. Transformer-based models show consistent mod-
erate dependency on watermarks (6-8pp variations), while
MLLM-based methods exhibit diverse response patterns (2-
8pp). These findings indicate that current detection models
partially rely on watermark patterns alongside genuine gen-
eration artifacts, highlighting the need for watermark-aware
training strategies to improve robustness.

Discussion
Our experiments reveal that watermark presence influences
detection performance across different model architectures,
with performance variations typically ranging from 2-8 per-
centage points under manipulation scenarios. Transformer-
based models exhibit consistent moderate dependency (6-
8pp), while MLLM-based methods show more diverse re-

sponse patterns (2-8pp). The degradation patterns in Task-I
and varying responses in Task-II suggest that current mod-
els partially rely on watermark patterns alongside genuine
generation artifacts. These findings highlight the importance
of developing watermark-aware training strategies that can
maintain robust performance in adversarial scenarios where
watermark manipulation may occur.

Limitations and Future Work
Our study has several limitations that warrant future inves-
tigation: (1) Dataset scale: With 6,500 videos, our bench-
mark is relatively small compared to GenVidBench (143K)
and DuB3D (2.66M), potentially limiting generalization. (2)
Watermark methodology: We rely on a single removal tool
(DiffuEraser) and one watermark pattern (Sora 2), which
may not capture the full spectrum of watermark manipula-
tion techniques. (3) Tool artifacts: The watermark removal
process might inadvertently introduce subtle visual artifacts
or modify generation traces, acting as confounding vari-
ables. (4) MLLM behavior: The counterintuitive improve-
ments observed in Task-II (e.g., Qwen2.5-VL-3B ↑3pp)
require deeper investigation into MLLM decision mecha-
nisms. Future work should expand dataset diversity, exam-
ine multiple watermark techniques, and develop methods to
isolate watermark effects from tool-induced artifacts.

Conclusion
We present RobustSora, the first benchmark designed to
evaluate watermark robustness in AI-generated video de-
tection. Through systematic construction of 6,500 videos
across four types (A-C, A-S, G-W, G-DeW) and two eval-
uation tasks, we quantify watermark influence on detection
performance. Experiments with ten models spanning spe-
cialized AIGC detectors, transformer-based architectures,
and MLLM-based approaches reveal performance varia-
tions of 2-8pp under watermark manipulation. Transformer-
based models show consistent moderate dependency (6-
8pp), while MLLM-based methods exhibit diverse patterns



(2-8pp). These findings indicate that current detection mod-
els partially rely on watermark patterns alongside genuine
generation artifacts. RobustSora provides essential tools to
advance watermark-aware training strategies and more ro-
bust AIGC detection systems.
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